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Abstract

Simpson’s paradox (loosely speaking) occurs when multiple samples of data exhibit the same trend
when examined separately, but that trend is reversed when the data is combined. This presents a po-
tential problem for researchers, particularly in applications such as clinical trials, because samples are
inevitably �nite. In this brief we demonstrate the paradox and the problems it presents, then introduce
an approach to identify when the paradox is a concern�or perhaps more importantly when it is not. Our
approach is based on combinatorics, but is essentially a method of �nding patterns in data, and relates
to a widely-used statistical test in scienti�c research, the Mann-WhitneyU (Wilcoxon rank-sum) test.
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1 Introduction

To begin, consider a simpli�ed example of a medical trial.1 Suppose there are two possible treatments

for a condition that are being tested, treatmentX and treatmentY . In the �rst round of the trial, 300

patients are given treatmentX and 100 are given treatmentY . The results are reported in Table 1, listing

the number of patients that either did or did not respond to each treatment. While this is an admittedly

stylized example, based on the results of the �rst round, treatmentY seems to have the higher response

rate, with 70% versus 60% for treatmentX .

Now suppose there’s a second round of trial, the results of which are presented in Table 2. In that trial,

100 patients are given treatmentX and 300 are given treatmentY . The results are not identical, but again

treatmentY has the higher response rate, 30% versus 20%. But here’s the trick.

Suppose instead this were one combined trial, with 400 patients in each group and the same results.

These are presented in Table 3. Now treatmentX has a response rate of 50% while treatmentY has a



Table 1: Example 1, First Round Results

Response No Response Response Rate
X 180 120 180=300=60%
Y 70 30 70=100=70%

Table 2: Example 1, Second Round Results

Response No Response Response Rate
X 20 80 20=100=20%
Y 90 210 90=300=30%

Table 3: Example 1, Combined Results

Response No Response Response Rate
X 200 200 200=400=50%
Y 160 240 160=400=40%

more accurate result, but there was only funding for the �rst round of the trial? If only round one of the

trial occurred can we determine whether or not a reversal is possible with a similar sample?

Although the pitfalls of the Simpson Paradox have been explicitly acknowledged in areas besides statis-

tics including medical research journals (e.g. Rojanaworarit, 2020; Ameringer et al., 2009; Heydtmann,

2002), options for addressing it have been limited until now. While conducting more �nely controlled

experiments that identify all possible variables is always recommended, we are developing a robustness

test that can allow researchers to determine whether Simpson reversals are even possible in their data.

This in turn will help them to determine whether additional trials are needed, or whether sub-sampling is

required. Our approach is based on combinatorics, though to put it more simply we just look for patterns

in the data based on how two groups differ with one another.

2 Another Example: Detecting the Paradox

Our approach is based on therankingof one group as compared to another. The following simple example

demonstrates the logic of that approach, though a more full explanation is provided in Boudreau, Ehrlich,

and Sanders (2022).

Consider a medical trial comparing two different treatments,







the rankings of groupB is 55. Thus, while groupB has the lower total sum of rankings in the combined

sample, groupA has a lower sum of rankings if we compare either group on its own. A Simpson reversal.

Why does this occur? And how can we know when to look for such occurrences?

Effectively what we’ve done here is taken the original full set of data from Example 2 and placed it

into an ordinal sequence by rank:

B1; B2; B3; B4; A1; A2; A3; A4; A5; B5; B6; B7; A6; B8; B9; A7; A8; A9; A10; A11; B10; B11; B12; : : :

A12; B13; B14; A13; A14:

Knowing what patterns to look for, we can then isolate one distinct group from another that we know

can lead to a Simpson reversal. In this case:

B1; B2; B3; B4;A1; A2; A3; A4; A5; B5; B6; B7; A6; B8; B9; A7; A8; A9; A10;A11; B10; B11; B12; : : :

A12; B13; B14; A13;A14:

The group highlighted in red represents the second trial when the two were separated for this simple

example. Had we simply used a brute-force method to assemble separate combinations of the two groups

of equal size, checking for the existence of a Simpson reversal each time, the sheer number of possibilities

would make the time necessary for a complete search impractical for even small sample sizes, and virtually

infeasible for the larger data sets that are more typically used in scienti�c studies.3

Instead, our research focuses on narrowing and guiding the search for possible Simpson reversals by
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